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of ∇2(φ − ψ)/(βδ). It does not depend on galaxy bias
or on the initial matter fluctuations, at least in the lin-
ear regime. Modifications in gravity will in general leave
signatures in either β and/or the Poisson equation.

Galaxy-Velocity Cross-correlation.— A galaxy’s
peculiar motion shifts its apparent radial position from
xz to xs

z = xz +vz/H(z) in redshift space, where vz is the
comoving radial peculiar velocity. The coherent velocity
component changes the galaxy number overdensity from
δg to δs

g ≃ δg −∇zvz/H(z). Galaxy random motions mix
different scales and damps the power spectrum on small
scales. The redshift space galaxy power spectrum there-
fore has the general form ([17] and references therein)

P s
g (k) =

[

Pg(k) + 2u2Pgθ(k) + u4Pθ(k)
]

F

(

k2u2σ2
v

H2(z)

)

(1)

where u = k∥/k is the cosine of the angle of the k vector
with respect to radial direction; Pg, Pgθ , Pθ are the real
space galaxy power spectra of galaxies, galaxy-θ and θ,
respectively; σv is the 1D velocity dispersion; and F (x)
is a smoothing function, normalized to unity at x = 0,
determined by the velocity probability distribution. This
simple formula has passed tests in simulations on scales
where δ <

∼ 1 [17]. The derivation of Eq. (1) is quite
general, so it should be applicable even when gravity is
modified.

The distinctive dependence of P s
g on u allows for si-

multaneous determination of Pg, Pgθ and Pθ [18]. The
parameters we want to determine are the band powers of
Pgθ(k) 1 defined such that P (k) = Pα if kα ≤ k < kα+1,

where k1 < k2 < · · · < kα < · · · . We denote P (1)
α

as the band power of Pgθ. For a ki in each k bin,
we have a measurement of P s

g , which we denote as Pi.

The unbiased minimum variance estimator of P (1)
α is

1 Distance D and H are required to translate the observed galaxy
angular and redshift separation to k. In general, errors in D and
H measurements cause both horizontal and vertical shifts in the
EG plot. Both D and H will be measured by methods like type
Ia supernovae and baryon acoustic oscillations with 1% accuracy,
much smaller than the k bin size adopted, so the horoziontal
shift is negligible. Errors in D show up in both Pgθ and the
Cκg → P∇2(ψ−φ)g inversion through l = kD and thus largely

cancel in evaluating EG. Errors in H(z) only show up in Pgθ

measurement and thus cause a net shift in the value of EG. For
1% error in H, the fractional error in EG is ≤ (neff + 3)1% ≤

3%. Here, neff is the effective power index of the corresponding
power spectra. For the fiducial ΛCDM cosmology, it is negative
in relevant k range. Thus errors induced by uncertainties in
D(z) and H(z) measurement will be sub-dominant, except for
SKA, which requires better control over systematic errors in D
and H measurement. For simplicity, we neglect this potential
error source. Measuring Pgθ also requires to marginalize over
σv. However, in the linear regime k <

∼ 0.2h/Mpc, k2σ2
v/H2 ≪ 1

and F (k2u2σ2
v/H2) ≃ 1, for typical value σv ∼ 300 km/s. Thus

the exact value of σv is not required for our analysis. Without
loss of generality, we adopt σv = 300 km/s.

P̂ =
∑

WiPi, where Wi = Fi

2σ2

i

(λ1 + λ2u2
i + λ3u4

i ). Here,

Fi ≡ F (kuiσv/H), σ2
i is the variance of Pi and the three

Lagrange multipliers λα (α = 1, 2, 3) is determined by
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Galaxy-galaxy lensing.— Weak lensing is sensitive
to the convergence κ, the projected gravitational poten-
tial along the line of sight:

κ =
1

2

∫ χs

0
∇2(ψ − φ)W (χ,χs)dχ . (3)

Here, W is the lensing kernel. For a flat universe, χ, χs

are the comoving angular diameter distance to the lens
and source, respectively. Eq. 3 is a pure geometric result
and can be applied to any modified gravity models where
photons follow null geodesics.

A standard method to recover the lens redshift infor-
mation is by the lensing-galaxy cross correlation. For
galaxies in the redshift range [z1, z2], the resulting cross
correlation power spectrum under the Limber’s approxi-
mation is

Cκg(l) =

(

4

∫ χ2

χ1

ng(χ)dχ

)−1

(4)

×

∫ χ2

χ1

W (χ,χs)ng(χ)P∇2(ψ−φ)g(
l

χ
, z)χ−2dχ

≃
W (χ̄,χs)

4l∆χ

∫ l/χ1

l/χ2

P∇2(ψ−φ)g(k, z̄)dk

=
∑

α

fα(l)P (2)
α .

Here, χ1,2 are the comoving angular diameter distance to
redshift z1,2 and χ̄ is the mean distance. The band power

P (2)
α of P∇2(ψ−φ)g is defined at the same k range as P (1)

α .
In practice, we measure the band power Cκg(l, ∆l), cen-
tered at l with band width ∆l. The weighting fα(l, ∆l)
is defined correspondingly. For each l, only a fraction of
α having fα(l, ∆l) ̸= 0 contribute.

A discriminating probe of gravity.— With the
above measurements, one can construct an estimator

ÊG =
Cκg(l, ∆l)

3H2
0a−1

∑

α fα(l, ∆l)P (1)
α

, (5)

whose expectation value is

⟨ÊG⟩ =
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(6)
The fractional error on ÊG is
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Figure 1. Overlapping imaging and spectroscopic surveys: dark squares are KiDS-450 pointings, and the fluctuating background is the gridded number density
of 2dFLenS (blue) and BOSS (red) galaxies. The solid rectangles outline the footprint of the full KiDS survey.

datasets to encompass 0.15 < z < 0.43 and 0.43 < z < 0.70, re-
spectively, to create homogeneous galaxy samples. Lastly, we used
the completeness weights assigned to the BOSS galaxies to correct
for the effects of redshift failures, fibre collisions, and other known
systematics affecting the angular completeness.

3.1.3 2dFLenS

2dFLenS (Blake et al. 2016a) is a completed spectroscopic sur-
vey conducted by the Anglo-Australian Telescope, covering an
area of 731 deg2 principally located in the KiDS regions, with the
aim of expanding the overlap area between galaxy redshift sam-
ples and gravitational lensing imaging surveys. The 2dFLenS spec-
troscopic dataset contains two main target classes: approximately
40,000 Luminous Red Galaxies (LRGs) across a range of redshifts
z < 0.9, selected by SDSS-inspired cuts (Dawson et al. 2013), and
a magnitude-limited sample of approximately 30,000 objects be-
tween 17 < r < 19.5 to assist with direct photometric redshift cal-
ibration (Wolf et al. 2017). In our study, we analyzed the 2dFLenS
LRG sample, splitting it into the redshift ranges 0.15 < z < 0.43
(‘2dFLOZ’) and 0.43 < z < 0.70 (‘2dFHIZ’) to mirror the divi-
sion of the BOSS dataset. We refer the reader to Blake et al. (2016a)
for a full description of the construction of the 2dFLenS selection
function and random catalogues.

3.1.4 Overlapping regions

KiDS-450 has been divided into five approximately contiguous re-
gions for analysis. The three regions in KiDS-N (G9, G12, G15)
overlap with the BOSS dataset, and the two regions in KiDS-S
(G23, GS) overlap with the 2dFLenS dataset. For each region, we
restricted both the shape and density samples to the subsets ly-
ing within the areas of overlap. As detailed in Table 1, the {G9,
G12, G15} regions have overlap area {9.7, 27.9, 87.4} deg2 with

LOWZ and {44.0, 90.3, 87.4} deg2 with CMASS. The {G23, GS}
regions have overlap area {72.9, 49.5} deg2 with 2dFLenS. The
number of lenses overlapping with the {G9, G12, G15} regions is
{414, 849, 3781} for LOWZ and {4272, 7451, 8753} for CMASS,
while the number of lenses overlapping with the {G23, GS} regions
is {1491, 723} for 2dFLOZ and {2494, 1182} for 2dFHIZ. These
statistics will continue to improve with future releases of KiDS.

3.1.5 Planck

In our analysis of the KiDS, 2dFLenS, and BOSS datasets, we ex-
amine their concordance with the cosmic microwave background
measurements of Planck (Ade et al. 2016a; Aghanim et al. 2016).
To this end, we consider Planck CMB temperature and polarization
information on large angular scales, including multipoles `  29

(via the low-` TEB likelihood), along with CMB temperature in-
formation on smaller angular scales (via the PLIK TT likelihood).
We denote these ‘TT+lowP’ measurements ‘Planck 2015’. Conser-
vatively, we do not include Planck polarization data on small an-
gular scales, and we also do not include Planck CMB lensing mea-
surements (the two would slightly decrease and increase the discor-
dance with the KiDS-450 cosmic shear measurements, respectively,
as noted in Joudaki et al. 2017b). However, in Appendix A, we fur-
ther consider the impact of the updated Planck measurement of the
optical depth in Aghanim et al. (2016), illustrating that it does not
significantly affect our results.

3.2 Measurements

3.2.1 Cosmic shear measurements

Our lensing observables are given by the tomographic two-point
shear correlation functions ⇠ij

± (✓) for an angular range of 0.5 to
300 arcmin (as detailed in Section 2.1). We follow Hildebrandt
et al. (2017) in using 7 angular bins in ⇠ij

+ (✓) between 0.5 to
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Cosmic shear measurements
16 Hildebrandt, Viola, Heymans, Joudaki, Kuijken & the KiDS collaboration

Figure 5. Tomographic measurements of ⇠+ (upper-left panels) and ⇠� (lower-right panels) from the full KiDS-450 dataset. The
errors shown here correspond to the diagonal of the analytical covariance matrix (Section 5.3). The theoretical model using the best-fit
cosmological parameters from Table F1 is shown (solid) which is composed of a cosmic shear term (GG, dotted), and two intrinsic
alignment terms (GI, dot-dashed, and II, dashed).

6.2 Cosmological parameter constraints

We obtain cosmological parameter estimates from a
Bayesian likelihood analysis using the CosmoMC software
including camb (Lewis & Bridle 2002; Lewis et al. 2000).
Our extended version uses a halo model recipe based onHM-
code (Mead et al. 2015) to calculate the e↵ect of baryons
on the total matter power spectrum and closely follows the
Joudaki et al. (2016) re-analysis of the CFHTLenS data,

with the exception of the handling of photo-z errors. Our
primary KiDS-450 analysis includes the full modelling for in-
trinsic galaxy alignments (see Section 4.2) and baryon feed-
back (see Section 4.3), the weighted direct calibration (DIR)
of the photometric redshift distribution with error estimate
(see Section 3.2), and the analytic estimate of the covari-
ance matrix (see Section 5.3). Fig. 6 shows the confidence
contours of the cosmologically most relevant parameters con-
strained, ⌦m and �8 (and their combination S8), in compar-

MNRAS 000, 1–48 (2016)

Hildebrandt, SJ et al 2017



6 Joudaki et al.

Figure 2. Measurements of the galaxy-galaxy lensing angular cross-correlation (�t) for KiDS overlapping with 2dFLenS and BOSS against angular scale (✓)
in arcminutes. The grey regions denote angular scales that were removed from the cosmological analysis when employing fiducial cuts to the data (with
conservative cuts, the measurements at 12 arcminutes were also removed for all tomographic bins). The open circles indicate negative values, and we have
included best-fit theory lines in red (solid) for comparison.

72 arcmin, and 6 angular bins in ⇠ij

� (✓) between 4.2 to 300 ar-
cmin. Put differently, considering the nine angular bin mid-points
at [0.713, 1.45, 2.96, 6.01, 12.2, 24.9, 50.7, 103, 210] arcmin1, we
retain the first 7 bins for ⇠ij

+ (✓), and the last 6 bins for ⇠ij

� (✓). Given
our four tomographic bins, the cosmic shear data vector consists
of 130 elements. We applied multiplicative shear bias corrections
to the cosmic shear measurements using the method described by
Hildebrandt et al. (2017), and combined measurements in different
regions through weighting by the effective pair number. We do not
show the cosmic shear measurements as these were presented in
Hildebrandt et al. (2017).

3.2.2 Galaxy-galaxy lensing measurements

We measured the galaxy-galaxy lensing signal �j

t (✓) between each
lens sample (LOWZ, CMASS, 2dFLOZ, 2dFHIZ) and the KiDS-
450 tomographic bins labelled by j (see Section 2.2 for the theoret-

1 These angular scales do not account for the galaxy weights, which causes
a marginal 0.3� increase in the relative discordance of KiDS with Planck.

ical description). These measurements fiducially cover the 4 angu-
lar bins with central values at [12.2, 24.9, 50.7, 103] arcmin. We do
not include the measurements at 210 arcmin due to low signal-to-
noise, and we remove the measurements below 12.2 arcmin given
the aim to avoid nonlinear galaxy bias. We also consider a con-
servative case where we remove all �t measurements below 24.9
arcmin, and a ‘large-scale’ case where we remove all �t measure-
ments below 50.7 arcmin, as detailed in Table 2.

Our cuts to �t are motivated by the scale of the nonlinear
galaxy bias as roughly the 1-halo to 2-halo transition scale, which
is at r ' 2 h�1

Mpc for luminous red galaxies (e.g. Parejko et al.
2013; More et al. 2015). While the effect must also depend on
galaxy type, i.e. increase with halo mass (lower for 2dFLOZ and
LOWZ compared to 2dFHIZ and CMASS), we employ the same
angular cuts to all of our galaxy samples. For reference, the smallest
angular scale of 12 arcmin used in the galaxy-galaxy lensing analy-
sis corresponds to ⇠ 3 h�1

Mpc at ze↵ = 0.32 (2dFLOZ, LOWZ)
and ⇠ 5 h�1

Mpc at ze↵ = 0.57 (2dFHIZ, CMASS). Our fidu-
cial cuts with 4 angular bins were also verified to yield consistent
results when discarding further angular scales in the conservative
and large-scale cases (as discussed in Section 5).

c� 2017 RAS, MNRAS 000, 000–000
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Multipole power spectrum measurementsKiDS+2dFLenS combined analysis 7

Figure 3. Measurements of the redshift-space multipole power spectra {P0, P2, P4} for 2dFLenS and BOSS in the overlap regions with KiDS at the bin mid-
points k = {0.075, 0.125, 0.175} h Mpc�1. The grey regions denote physical scales that were removed from the cosmological analysis when employing
fiducial cuts to the data (with conservative cuts, the measurements at k = 0.125 h Mpc�1 were also removed for all galaxy samples). We have included
best-fit theory lines in red (solid) for comparison.

We corrected for any additive shear bias by subtracting the
correlation between the shear sample and a random lens catalogue,
and applied multiplicative shear bias corrections as above. The
random-catalogue correction also suppresses the sample variance
error (Singh et al. 2016). We combined measurements (for each
lens sample) in different regions through weighting by the effective
pair number, and present our galaxy-galaxy lensing measurements
in Fig. 2. For these measurements, we do not discard �t obtained
from source bins at lower redshift than lens bins (for instance, the
correlation between tomographic bin 1 where 0.1 < zB  0.3,
and 2dFHIZ which covers 0.43 < z2dFHIZ  0.7) given the width
of the source distributions for each tomographic bin (nonzero up
to z = 3.5 for all bins). We find that the choice between keeping
or discarding these specific �t measurements does not particularly
impact our cosmological parameter constraints.

We note that galaxies from the source sample that are physi-
cally associated with the lenses will not be lensed, and may bias the
tangential shear measurements. We tested for this effect by measur-
ing the overdensity of source galaxies around lenses, showing that
the resulting ‘boost factor’ was significant on small scales, but not
important for the range of scales used in our fits (at most 2%, and
always consistent with 1.0 within the errors; also see e.g. Amon
et al. 2017; Dvornik et al. 2017). We therefore did not apply this
correction.

3.2.3 Multipole power spectrum measurements

We estimated the multipole power spectra {P0(k), P2(k), P4(k)}
of the different lens samples, within the boundaries of each KiDS-
450 region, using the direct Fast Fourier Transform method pre-
sented by Bianchi et al. (2015), following the procedure described
in Section 7.3 of Blake et al. (2016a). Motivated by the relatively
small overlap volumes, we adopted relatively wide Fourier bins of
width �k = 0.05h Mpc�1. The lack of available modes in the
first bin, with centre k = 0.025h Mpc�1, necessitated us exclud-
ing this bin from the analysis and utilizing the remaining bins with
centres k = {0.075, 0.125, ...} h Mpc�1.

As detailed in Blake et al. (2016a), we constructed a data vec-
tor {P0(k1), P0(k2), ..., P2(k1), P2(k2), ..., P4(k1), P4(k2), ...}
for each lens sample, and derived a convolution matrix that en-
abled us to generate an equivalent model power spectrum allow-
ing for the survey window function. We excluded the hexadecapole
(P4) terms from our final fits, as they contained no significant sig-
nal, and combined measurements (for each lens sample) in differ-
ent regions through weighting by their area. These measurements
are presented in Fig. 3, where the statistical significance of P0 is
higher than P2, and the BOSS measurements are currently stronger
than those from 2dFLenS (in the overlapping regions with KiDS).
In our cosmological analysis, to avoid nonlinearities in the matter
power spectrum and galaxy bias, we only retain the measurements
at k = {0.075, 0.125} h Mpc�1 in a ‘fiducial’ case, and the mea-

c� 2017 RAS, MNRAS 000, 000–000
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Figure 4. Correlation coefficients r of the covariance matrix of the full data
vector of cosmic shear, galaxy-galaxy lensing, and multipole power spec-
trum measurements for KiDS overlapping with 2dFLenS and BOSS (coeffi-
cients defined in equation 18). We show the elements of the {⇠±, �t, P0/2}
data vector that were employed in the fiducial analysis (with selections
detailed in Table 2). There are 130 elements of ⇠±, 64 elements of
�t, and 16 elements of P0/2, delineated by thin solid lines. The �t
and P0/2 measurements are further delineated by thin dotted lines in-
dicating the divisions between 2dFLOZ, 2dFHIZ, CMASS, and LOWZ.
The ordering of the ⇠± elements is the same as in our previous cosmic
shear analyses (e.g. Heymans et al. 2013; Joudaki et al. 2017a; Hilde-
brandt et al. 2017), where for 4 tomographic and 9 angular bins it fol-
lows {⇠11+ (✓1), ⇠11+ (✓2), ..., ⇠11� (✓8), ⇠11� (✓9), ⇠12+ (✓1), ..., ⇠44� (✓9)}. We
use a greyscale where white represents r = �0.1 and black represents
r = 1.

surements at k = 0.075 h Mpc

�1 in a ‘conservative’ case (as
detailed in Table 2).

3.3 Covariance

We computed the full covariance between the different observables,
scales, and samples using a large suite of N -body simulations2.
Our mocks are built from the SLICS (Scinet LIght Cone Simula-
tions) series (Harnois-Déraps & van Waerbeke 2015), which con-
sists of 930 independent dark matter only simulations in which
1536

3 particles inside a 3072

3 grid are evolved within a box-size
L = 505h�1 Mpc with the high-performance CUBEP3M N -body
code (Harnois-Déraps et al. 2013). The projected density field and
full halo catalogues were stored at 18 snapshots in the range z < 3.

The gravitational lensing shear within the simulations is com-
puted at these multiple lens planes using the flat-sky Born approx-
imation, and a survey cone spanning 60 deg2 is constructed. We
constructed mock source catalogues by populating each cone using

2 We note that the cosmic shear ⇠± part of the covariance is also con-
structed from N -body simulations, as compared to the analytic covariance
used in Hildebrandt et al. 2017 and Joudaki et al. 2017b.

a source redshift distribution and an effective source density match-
ing KiDS-450, by Monte-Carlo sampling sources from the density
field. We applied shape noise to the two-component shears, drawing
the noise components from a Gaussian distribution matching that of
the lensing survey. We also produced mock lens catalogues within
the simulations, by populating the dark matter haloes with a Halo
Occupation Distribution (HOD) model tuned to match the large-
scale clustering amplitude and number density of the lens samples.
We refer the reader to Blake et al. (2016a) for a full description of
our HOD approach.

We measured the cosmic shear, galaxy-galaxy lensing, and
multipole power spectrum statistics of each of the 930 mocks (us-
ing the ATHENA software of Kilbinger, Bonnett & Coupon 2014
for ⇠± and �t, and using direct Fast Fourier Transforms as de-
scribed for P0/2), and constructed the joint covariance by scaling
each piece with the appropriate overlap area Aoverlap (i.e., by mul-
tiplying the covariance by 60 deg

2/Aoverlap). In the case of the
shear, galaxy-galaxy lensing and multipole pieces, the overlap area
corresponds to the masked lensing area, the subset of that area over-
lapping with the lens distribution, and the full area of each field,
respectively. We propagated the error in the multiplicative shear
bias correction into the cosmic shear and galaxy-galaxy lensing
pieces of the covariance. Due to finite box effects and neglecting
super-sample variance, we slightly underestimate the variance on
the largest scales (⇠ 10% on the largest scale of ⇠+, other statistics
not affected; Harnois-Déraps & van Waerbeke 2015).

In Fig. 4, we show the covariance between the measurements
via the respective correlation coefficients,

r(i, j) = Cov(i, j)/
p

Cov(i, i) Cov(j, j), (18)

where ‘Cov’ corresponds to the covariance between the measure-
ment pairs {i, j}. For fiducial cuts, the correlation matrix contains
210 elements on each side, corresponding to the post-masked el-
ements of the {⇠+, ⇠�, �t, P0, P2} data vector. As expected, the
correlation coefficients are larger between the elements of the same
class of observables, and between elements of {⇠±, �t} as com-
pared to {⇠±, P0/2} and {�t, P0/2}. The covariance is nonzero be-
tween the different elements with the exception of a zero covari-
ance between the �t and P0/2 elements of different lens samples,
between the �t elements of 2dFLenS and BOSS (aside from a mi-
nor nonzero contribution by the propagation of the uncertainty in
the multiplicative shear bias correction), and between the P0/2 ele-
ments of different samples.

Lastly, instead of correcting for the inverse of our numeri-
cally estimated covariance matrix with the approach of Kaufman
(1967) and Hartlap, Simon & Schneider (2007), previously used
in e.g. Heymans et al. (2013) and Joudaki et al. (2017a), we avoid
biasing our cosmological parameter constraints by employing the
Sellentin & Heavens (2015) correction to the likelihood in our
MCMC runs. We have checked that our parameter constraints are
not particularly affected by the choice between these two different
methods.

3.4 Blinding

Along the lines of the KiDS-450 analysis (Hildebrandt et al. 2017),
we employed ‘blinding’ of our data files to avoid confirmation bias
(in the case of cosmic shear we were ‘double-blinded’). We gen-
erated three separate copies of the measurements and covariance
(one true copy and two false copies), and randomly used ‘blind1’
throughout the testing phase of our work. The multipole power
spectra were not blinded, such that they would not change between

c� 2017 RAS, MNRAS 000, 000–000
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straints are compromised for multiplicative systemat-
ics at the 1% level, and mean additive shear system-
atics at the 10−5 level. The situation is analogous for
the uncertainty in the photometric redshift distribu-
tion of the sources, where the parameter constraints
from lensing are either heavily influenced (∼> 1% prior)
or minimally influenced (∼< 0.1% prior) by the photo-
metric uncertainties [49, 67, 122]. Fortunately, it has
been shown that a complementary spectroscopic sam-
ple of 104 − 105 galaxies efficiently protects against
photometric redshift errors as well as catastrophic
outliers [141], whereas alternative methods may even
satisfy the systematic requirements from photometry
alone [142, 143].
Thus, in this work, we will assume that these sys-

tematic difficulties have been largely overcome with
minimal influence on the constraints by the time
the data from the considered next-generation lens-
ing probes are analyzed. At the same time, we are
not incorporating further statistics that can be ex-
tracted from weak lensing, such as that included in
the bispectrum [144–147], or utilizing the complemen-
tarity between measurements of shear and magnifica-
tion [125, 149].
We end this section with a summary of the CMB

temperature, polarization and lensing noise proper-
ties. The effective experimental noise power spec-
trum associated with the temperature and polariza-
tion fields is given by a summation over the number
of channels,

Naa(ℓ) =

[

Nchan
∑

i=1

((

∆a

T

)

i

el(l+1)θi/16 ln 2

)−2
]−1

,(43)

where ∆a is the detector noise for a ∈ (T,E), θ de-
notes the beam FWHM, and we assume NTE(ℓ) = 0.
The optimal noise power spectrum of a quadratic es-
timator of the convergence field is given by [150, 151]

Nκcκc(ℓ) =

[

∑

l1l2

(CTT
l2

Fl1ll2 + CTT
l1

Fl2ll1)
2

2(CT̃ T̃
l1

+N T̃ T̃
l1

)(CT̃ T̃
l2

+N T̃ T̃
l2

)

]−1

× (l(l + 1)/2)2(2l + 1), (44)

where T̃ denotes the lensed temperature, and

Fl1ll2 =

√

(2l1 + 1)(2l+ 1)(2l2 + 1)

4π

(

l1 l l2
0 0 0

)

×
1

2
[l(l + 1) + l2(l2 + 1)− l1(l1 + 1)], (45)

where the quantity in brackets is the Wigner-3j sym-
bol. Finally, we define

C̃ab(ℓ) =

√

2f−1
sky;cmb

2ℓ+ 1

(

Cab(ℓ) + δabN
ab(ℓ)

)

, (46)

where {a, b} ∈ {T,E,κc}. Values for the considered
CMB experiments are given in Table III. Secondary

non-Gaussianities in the covariance from the trispec-
trum (due to weak lensing, the ISW effect, and the
SZ effect) have been shown to degrade the Planck
and EPIC parameter constraints by 20% and 30%
[152, 154] respectively; however, their full account lies
beyond the scope of this work.

B. Comprehensive Parameter Forecasts

In previous sections we explored the qualitative in-
fluence of EDE on the lensing, galaxy, supernova, and
CMB observables, via its impact on the expansion rate
and matter power spectrum. We now examine how
these corrections quantitatively affect the combined
constraints of the dark energy. To this end, we utilize
a Fisher matrix formalism [75, 155]:

F total
αβ =

∑

ℓ

∆ℓ× Tr

[

C̃
−1
ℓ

∂Cℓ

∂pα
C̃

−1
ℓ

∂Cℓ

∂pβ

]

+ F SN
αβ ,

(47)
where the decoupled SN fisher matrix is defined in
Eqn. 34, and for the combined observational analysis
the symmetric matrix

Cℓ =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

++ +− +t +0 +2

−+ −− −t −0 −2

t+ t− tt t0 t2

0+ 0− 0t 00 02

2+ 2− 2t 20 22

⎞

⎟

⎟

⎟

⎟

⎟

⎠

, (48)

such that {κ} consists of the spectra from five tomo-
graphic bins (κ1,κ2,κ3,κ4,κ5) and {g} consists of the
spectra from five tomographic bins (g1, g2, g3, g4, g5).

C{κ}{κ}
ℓ , C{g}{g}

ℓ , C{κ}{g}
ℓ are therefore 5 × 5 subma-

trices, and C{κ}κc

ℓ , C{κ}T
ℓ , C{g}κc

ℓ , C{g}T
ℓ are 5 × 1

submatrices. For the terms in Eqn. 47 we carry out
two-sided numerical derivatives with steps of 2% in
most parameter values. We have confirmed the ro-
bustness of our results to other choices of step size.
In Tables IV-X, we illustrate prospective constraints

from Planck/EPIC CMB temperature (T ), E-mode
polarization (E), lensing (κc), LSST/JDEM weak
lensing tomography (κ), galaxy tomography (g), SNe
(s), and their combined impact (including all relevant
cross-correlations shown in Eqn. 48) on the 12 consid-
ered cosmological parameters (Ωd0, Ωe, Ωch2, Ωbh2,
Ωk,

∑

mν , Neff , w0, ns, dns/d ln k, ∆2
R, τ).

The contents of our tables are as follows: In Ta-
ble IV and Table V we consider only a flat universe,
with curvature always considered in the other tables.
These tables present the separate constraints on the
underlying cosmology obtained from the CMB, lens-
ing tomography, galaxy tomography, and SNe, along
with the synergies attained from a combined analy-
sis of these probes. Table V differs from Table IV in
that it fixes the early dark energy density. Table VI
differs from Table IV in that it allows for variation
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Figure 4. Correlation coefficients r of the covariance matrix of the full data
vector of cosmic shear, galaxy-galaxy lensing, and multipole power spec-
trum measurements for KiDS overlapping with 2dFLenS and BOSS (coeffi-
cients defined in equation 18). We show the elements of the {⇠±, �t, P0/2}
data vector that were employed in the fiducial analysis (with selections
detailed in Table 2). There are 130 elements of ⇠±, 64 elements of
�t, and 16 elements of P0/2, delineated by thin solid lines. The �t
and P0/2 measurements are further delineated by thin dotted lines in-
dicating the divisions between 2dFLOZ, 2dFHIZ, CMASS, and LOWZ.
The ordering of the ⇠± elements is the same as in our previous cosmic
shear analyses (e.g. Heymans et al. 2013; Joudaki et al. 2017a; Hilde-
brandt et al. 2017), where for 4 tomographic and 9 angular bins it fol-
lows {⇠11+ (✓1), ⇠11+ (✓2), ..., ⇠11� (✓8), ⇠11� (✓9), ⇠12+ (✓1), ..., ⇠44� (✓9)}. We
use a greyscale where white represents r = �0.1 and black represents
r = 1.

surements at k = 0.075 h Mpc

�1 in a ‘conservative’ case (as
detailed in Table 2).

3.3 Covariance

We computed the full covariance between the different observables,
scales, and samples using a large suite of N -body simulations2.
Our mocks are built from the SLICS (Scinet LIght Cone Simula-
tions) series (Harnois-Déraps & van Waerbeke 2015), which con-
sists of 930 independent dark matter only simulations in which
1536

3 particles inside a 3072

3 grid are evolved within a box-size
L = 505h�1 Mpc with the high-performance CUBEP3M N -body
code (Harnois-Déraps et al. 2013). The projected density field and
full halo catalogues were stored at 18 snapshots in the range z < 3.

The gravitational lensing shear within the simulations is com-
puted at these multiple lens planes using the flat-sky Born approx-
imation, and a survey cone spanning 60 deg2 is constructed. We
constructed mock source catalogues by populating each cone using

2 We note that the cosmic shear ⇠± part of the covariance is also con-
structed from N -body simulations, as compared to the analytic covariance
used in Hildebrandt et al. 2017 and Joudaki et al. 2017b.

a source redshift distribution and an effective source density match-
ing KiDS-450, by Monte-Carlo sampling sources from the density
field. We applied shape noise to the two-component shears, drawing
the noise components from a Gaussian distribution matching that of
the lensing survey. We also produced mock lens catalogues within
the simulations, by populating the dark matter haloes with a Halo
Occupation Distribution (HOD) model tuned to match the large-
scale clustering amplitude and number density of the lens samples.
We refer the reader to Blake et al. (2016a) for a full description of
our HOD approach.

We measured the cosmic shear, galaxy-galaxy lensing, and
multipole power spectrum statistics of each of the 930 mocks (us-
ing the ATHENA software of Kilbinger, Bonnett & Coupon 2014
for ⇠± and �t, and using direct Fast Fourier Transforms as de-
scribed for P0/2), and constructed the joint covariance by scaling
each piece with the appropriate overlap area Aoverlap (i.e., by mul-
tiplying the covariance by 60 deg

2/Aoverlap). In the case of the
shear, galaxy-galaxy lensing and multipole pieces, the overlap area
corresponds to the masked lensing area, the subset of that area over-
lapping with the lens distribution, and the full area of each field,
respectively. We propagated the error in the multiplicative shear
bias correction into the cosmic shear and galaxy-galaxy lensing
pieces of the covariance. Due to finite box effects and neglecting
super-sample variance, we slightly underestimate the variance on
the largest scales (⇠ 10% on the largest scale of ⇠+, other statistics
not affected; Harnois-Déraps & van Waerbeke 2015).

In Fig. 4, we show the covariance between the measurements
via the respective correlation coefficients,

r(i, j) = Cov(i, j)/
p

Cov(i, i) Cov(j, j), (18)

where ‘Cov’ corresponds to the covariance between the measure-
ment pairs {i, j}. For fiducial cuts, the correlation matrix contains
210 elements on each side, corresponding to the post-masked el-
ements of the {⇠+, ⇠�, �t, P0, P2} data vector. As expected, the
correlation coefficients are larger between the elements of the same
class of observables, and between elements of {⇠±, �t} as com-
pared to {⇠±, P0/2} and {�t, P0/2}. The covariance is nonzero be-
tween the different elements with the exception of a zero covari-
ance between the �t and P0/2 elements of different lens samples,
between the �t elements of 2dFLenS and BOSS (aside from a mi-
nor nonzero contribution by the propagation of the uncertainty in
the multiplicative shear bias correction), and between the P0/2 ele-
ments of different samples.

Lastly, instead of correcting for the inverse of our numeri-
cally estimated covariance matrix with the approach of Kaufman
(1967) and Hartlap, Simon & Schneider (2007), previously used
in e.g. Heymans et al. (2013) and Joudaki et al. (2017a), we avoid
biasing our cosmological parameter constraints by employing the
Sellentin & Heavens (2015) correction to the likelihood in our
MCMC runs. We have checked that our parameter constraints are
not particularly affected by the choice between these two different
methods.

3.4 Blinding

Along the lines of the KiDS-450 analysis (Hildebrandt et al. 2017),
we employed ‘blinding’ of our data files to avoid confirmation bias
(in the case of cosmic shear we were ‘double-blinded’). We gen-
erated three separate copies of the measurements and covariance
(one true copy and two false copies), and randomly used ‘blind1’
throughout the testing phase of our work. The multipole power
spectra were not blinded, such that they would not change between
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Figure 10. Constraints on S8 for the di↵erent runs considered in the KiDS-450 analysis as well as several literature measurements.
The grey band indicates the 1� constraints from our primary analysis. Note that most of the runs which test for systematic errors (blue
data points) switch o↵ some of the astrophysical or redshift systematics. Hence not all data points shown here are fully comparable. For
numerical values of the plotted data points see Table F1.

that concordance tests grounded in the deviance information
criterion (DIC; Section 6.1) and Bayesian evidence largely
agreed, with the former enjoying the benefit of being more
readily obtained from existing MCMC chains. We therefore
follow this approach and assess the level of concordance be-
tween the two datasets D1 and D2 by computing

I(D1, D2) ⌘ exp{�G(D1, D2)/2}, (14)

where

G(D1, D2) = DIC(D1 [ D2) � DIC(D1) � DIC(D2), (15)

and DIC(D1 [ D2) is the DIC of the combined dataset.
Thus, log I is constructed to be positive when the datasets
are concordant and negative when the datasets are discor-
dant. The significance of the concordance test follows Jef-
freys’ scale (Je↵reys 1961), such that log I values in excess
of ±1/2 are ‘substantial’, in excess of ±1 are ‘strong’, and
in excess of ±2 are ‘decisive’.

For our primary analysis we find that log I = �0.79,
which translates into substantial discordance between KiDS-
450 and Planck. This is consistent with the level of discor-
dance inferred from the respective S8 constraints.

7 DISCUSSION

The KiDS-450 dataset analysed here represents one of the
most powerful cosmic shear surveys to date. Its combination

of area, depth, and image quality is unprecedented, and this
results in one of the most accurate and precise cosmological
constraints from cosmic shear to date. In view of this preci-
sion, understanding systematic uncertainties becomes more
important than in any previous such analysis. The treatment
of systematic errors in the shear and photo-z measurements
of KiDS-450 is based on the most advanced methods de-
scribed in the literature. After accounting for residual uncer-
tainties in these calibrations, KiDS-450 yields a constraining
power on cosmological parameters similar to CFHTLenS.

The results presented in Section 6 reveal a tension be-
tween Planck and KiDS-450 constraints on the matter den-
sity and the normalisation of the matter power spectrum.
While the 2.3-� level tension in the combined parameter S8

is similar compared to previous analyses like CFHTLenS,
there is now less room for explaining this tension with pho-
tometric redshift errors that were either unaccounted for or
not considered as rigorously in the past. The reduced �2

value of �2
e↵/dof = 1.3 for our primary analysis indicates

that our model is a reasonable fit. Traditionally weak lens-
ing analyses have focused on possible systematic errors in
the shear measurements, and there are now a number of
techniques that are able to achieve calibration uncertainties
on the order of a per cent (see Mandelbaum et al. 2015 for
a recent compilation). This level of accuracy is adequate for
ground-based surveys like KiDS. Attention is therefore shift-
ing to the other main observable, the photometric redshifts.

The calibration of the source redshift distribution re-

MNRAS 000, 1–48 (2016)
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Figure 7. Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) from observations of cosmic shear, galaxy-galaxy lensing, and
redshift-space multipole power spectra for KiDS overlapping with 2dFLenS and BOSS. We show constraints from {⇠+, ⇠�} in green, {⇠+, ⇠�, �t, P0, P2}
in purple, and {⇠+, ⇠�, �t, P0, P2} with conservative data cuts in pink. For comparison, we show the constraints from Planck 2015 in red.

ever, they constrain the galaxy biases more strongly than galaxy-
galaxy lensing (further discussed in Section 5.4). The baryonic
feedback and shot noise parameters are unconstrained within
their prior ranges. For fiducial cuts to the P0/2 measurements,
the 2dFLenS velocity dispersion parameters are bounded from
above, such that {�v,2dFLOZ, �v,2dFHIZ} < {5.6, 5.7} h�1

Mpc.
For BOSS, the bounds are two-sided: {�v,LOWZ, �v,CMASS} =

{3.4+1.4
�0.8, 5.5

+1.1
�0.8} h�1

Mpc. For conservative cuts, the velocity
dispersion parameters are unconstrained within their prior ranges,
with the exception of �v,CMASS < 7.6 h�1

Mpc. Our CMASS
constraints agree with those given for the full survey in Beutler
et al. (2014). The constraints can be converted to units of km s

�1

by multiplying with the Hubble constant, and correspond to veloc-
ities of hundreds of km s

�1 as expected.

5.4 Cosmic shear, galaxy-galaxy lensing, and redshift-space
galaxy clustering {⇠+, ⇠�, �t, P0, P2}

5.4.1 Cosmological constraints

We show the key cosmological parameter constraints in the �8 –
⌦m plane in Fig. 7. Analogous to the {⇠±, P0/2} data combina-
tion, the {high-�8, low-⌦m} end of the underlying cosmic shear
contour is seemingly disfavored (following an improvement on �8

by {60, 40}% and on ⌦m by {50, 10}% for {fiducial, conser-
vative} data cuts10). Perpendicular to the lensing degeneracy di-
rection, there is a minor narrowing of the contours, reflected in
S8 = 0.742+0.035

�0.035 for fiducial data cuts, and S8 = 0.721+0.036
�0.036

with conservative cuts. The {⇠±, �t, P0/2} constraints on S8 are
8-9% stronger than the respective constraints from {⇠±, P0/2},
9-13% stronger than the constraints from {⇠±, �t}, and 19-22%
stronger than the constraint from ⇠±. These improvements are rel-
atively modest due in part to the currently incomplete overlap of
KiDS with 2dFLenS and BOSS, the careful selection of scales
for �t and P0/2, and the large number of nuisance parameters

10 The real impact is larger given the dependence of the ‘cosmic shear
only’ results along the lensing degeneracy direction on the cosmological
priors (Joudaki et al. 2017a).

that are simultaneously varied in the analysis (19 parameters for
{⇠±, �t, P0/2} compared to 7 parameters for cosmic shear alone).

The fully combined fiducial and conservative S8 constraints
are in complete agreement relative to one another, and with the
earlier sub-vector constraints (visualized in Fig 8). However, the
fully combined S8 constraints are discordant with Planck at the
level of 2.6� and 3.0� in the fiducial and conservative cases, re-
spectively. In Appendices A and C, we show that these discor-
dances are largely unaffected by the new Planck HFI measurement
of the reionization optical depth (Aghanim et al. 2016) and by an
extended treatment of the astrophysical systematics. We moreover
evaluated the log I diagnostic, which accounts for the discordance
over the full parameter space. As shown in Table 5, log I = �3.1
for fiducial cuts to the data, which indicates ‘decisive’ discordance
with Planck, and log I = �1.3 with conservative cuts indicating
‘strong’ discordance. Hence, despite the similar level of discor-
dance with Planck as quantified by S8, the discordance between
the probes is larger in the fiducial scenario given the stronger con-
straints on the underlying parameter space (as can be seen in Fig 7).

5.4.2 Shot noise prior dependence

The constraints are subject to an important caveat predominantly
along the lensing degeneracy direction. As discussed in Section 4.3,
our fiducial shot noise prior 0 < Nshot < 2300 h�3

Mpc

3 is mo-
tivated by the analysis of Beutler et al. (2014) for BOSS. While
we expect Nshot on the order of 1000, our data is unable to con-
strain the shot noise on its own, and our results along the lensing
degeneracy direction are sensitive to the choice of prior on this pa-
rameter (to lesser extent when employing conservative data cuts).
Given the anti-correlation between Nshot and ⌦m, a lower bound
on the shot noise prior shifts the constraints along the lensing de-
generacy direction towards larger matter density (and smaller �8),
while a higher upper bound shifts the constraints toward smaller
matter density (and larger �8).

The prior dependence of the cosmological constraints along
the lensing degeneracy direction was illustrated for cosmic shear
alone in Joudaki et al. (2017a). We now further advise caution in the
interpretation of cosmological constraints along the lensing degen-
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Figure 6. Marginalized posterior distributions for the intrinsic alignment
amplitude given measurements of cosmic shear, galaxy-galaxy lensing,
and redshift-space multipole power spectra for KiDS overlapping with
2dFLenS and BOSS. We show the constraints from {⇠+, ⇠�} in solid
green, {⇠+, ⇠�, �t} in dashed red, {⇠+, ⇠�, �t} with conservative cuts
to the data in dashed cyan, {⇠+, ⇠�, �t, P0, P2} in dot-dashed blue, and
{⇠+, ⇠�, �t, P0, P2} with conservative data cuts in dot-dashed brown.

ever, they constrain the galaxy biases more strongly than galaxy-
galaxy lensing (further discussed in Section 5.4). The baryonic
feedback and shot noise parameters are unconstrained within
their prior ranges. For fiducial cuts to the P0/2 measurements,
the 2dFLenS velocity dispersion parameters are bounded from
above, such that {�v,2dFLOZ, �v,2dFHIZ} < {5.6, 5.7} h�1

Mpc.
For BOSS, the bounds are two-sided: {�v,LOWZ, �v,CMASS} =

{3.4+1.4
�0.8, 5.5

+1.1
�0.8} h�1

Mpc. For conservative cuts, the velocity
dispersion parameters are unconstrained within their prior ranges,
with the exception of �v,CMASS < 7.6 h�1

Mpc. Our CMASS
constraints agree with those given for the full survey in Beutler
et al. (2014). The constraints can be converted to units of km s

�1

by multiplying with the Hubble constant, and correspond to veloc-
ities of hundreds of km s

�1 as expected.

5.4 Cosmic shear, galaxy-galaxy lensing, and redshift-space
galaxy clustering {⇠+, ⇠�, �t, P0, P2}

5.4.1 Cosmological constraints

We show the key cosmological parameter constraints in the �8 �
⌦m plane in Fig. 8. Analogous to the {⇠±, P0/2} data combina-
tion, the low-⌦m end of the underlying cosmic shear contour is
seemingly disfavored, with the main difference being a minor nar-
rowing of the contours perpendicular to the lensing degeneracy di-
rection. This perpendicular narrowing of the contours is reflected
in the marginalized constraints on S8 = 0.742+0.035

�0.035 for fidu-
cial data cuts, and S8 = 0.721+0.036

�0.036 with conservative cuts. The
{⇠±, �t, P0/2} constraints on S8 are 8-9% stronger than the re-
spective constraints from {⇠±, P0/2}, 9-13% stronger than the con-
straints from {⇠±, �t}, and 19-22% stronger than the constraint
from ⇠±. These improvements are relatively modest due in part
to the currently incomplete overlap of KiDS with 2dFLenS and
BOSS, the careful selection of scales for �t and P0/2, and the large
number of nuisance parameters that are simultaneously being var-

Figure 7. Marginalized posterior contours in the �8 � ⌦m plane (inner
68% CL, outer 95% CL) from observations of cosmic shear and redshift-
space multipole power spectra for KiDS overlapping with 2dFLenS and
BOSS. We show the constraints from {⇠+, ⇠�} in green, {⇠+, ⇠�, P0, P2}
in purple, and {⇠+, ⇠�, P0, P2} with conservative cuts to the data in pink.
We note that the P0/2 measurements are limited to the overlap regions
with KiDS-450. For comparison, we show the constraints from Planck 2015
CMB temperature measurements in red.

ied in the analysis (19 parameters for {⇠±, �t, P0/2} compared to
7 parameters for cosmic shear alone).

Our S8 constraints from the different data combinations and
cuts are in complete agreement, as summarized in Table B1. The
fully combined S8 constraints are discordant with Planck at the
level of 2.6� for fiducial data cuts, and 3.0� with conservative cuts.
In Appendix A, we show that these discordances are largely unaf-
fected by the new Planck HFI measurement of the reionization op-
tical depth (Aghanim et al. 2016). We moreover evaluated the log I
diagnostic, which accounts for the discordance over the full param-
eter space. As shown in Table 4, log I = �3.1 for fiducial cuts to
the data, which indicates ‘decisive’ discordance with Planck, and
log I = �1.3 with conservative cuts indicating ‘strong’ discor-
dance. Hence, despite the similar level of discordance with Planck
as quantified by S8, the discordance between the probes is larger in
the fiducial scenario given the stronger constraints on the underly-
ing parameter space (as can be seen in Fig 8).

5.4.2 Shot noise prior dependence

The constraints are subject to an important caveat predominantly
along the lensing degeneracy direction. As discussed in Section 4.3,
our fiducial shot noise prior 0 < Nshot < 2300 h�3

Mpc

3 is moti-
vated by the analysis of Beutler et al. (2014) for BOSS. While we
naively expect Nshot on the order of 1000, our data is unable to con-
strain the shot noise on its own, and our results along the lensing de-
generacy direction are sensitive to the choice of prior on this param-
eter (for each galaxy sample). Given the anti-correlation between
Nshot and ⌦m, a lower bound on the shot noise prior shifts our
constraints along the lensing degeneracy direction towards larger
matter density (and smaller �8), while a higher upper bound shifts
the constraints toward smaller matter density (and larger �8).

The prior dependence of the cosmological constraints along
the lensing degeneracy direction was illustrated for cosmic shear
alone in Joudaki et al. (2017). We now further advise caution in the
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Figure 7. Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) from observations of cosmic shear, galaxy-galaxy lensing, and
redshift-space multipole power spectra for KiDS overlapping with 2dFLenS and BOSS. We show constraints from {⇠+, ⇠�} in green, {⇠+, ⇠�, �t, P0, P2}
in purple, and {⇠+, ⇠�, �t, P0, P2} with conservative data cuts in pink. For comparison, we show the constraints from Planck 2015 in red.

ever, they constrain the galaxy biases more strongly than galaxy-
galaxy lensing (further discussed in Section 5.4). The baryonic
feedback and shot noise parameters are unconstrained within
their prior ranges. For fiducial cuts to the P0/2 measurements,
the 2dFLenS velocity dispersion parameters are bounded from
above, such that {�v,2dFLOZ, �v,2dFHIZ} < {5.6, 5.7} h�1

Mpc.
For BOSS, the bounds are two-sided: {�v,LOWZ, �v,CMASS} =

{3.4+1.4
�0.8, 5.5

+1.1
�0.8} h�1

Mpc. For conservative cuts, the velocity
dispersion parameters are unconstrained within their prior ranges,
with the exception of �v,CMASS < 7.6 h�1

Mpc. Our CMASS
constraints agree with those given for the full survey in Beutler
et al. (2014). The constraints can be converted to units of km s

�1

by multiplying with the Hubble constant, and correspond to veloc-
ities of hundreds of km s

�1 as expected.

5.4 Cosmic shear, galaxy-galaxy lensing, and redshift-space
galaxy clustering {⇠+, ⇠�, �t, P0, P2}

5.4.1 Cosmological constraints

We show the key cosmological parameter constraints in the �8 –
⌦m plane in Fig. 7. Analogous to the {⇠±, P0/2} data combina-
tion, the {high-�8, low-⌦m} end of the underlying cosmic shear
contour is seemingly disfavored (following an improvement on �8

by {60, 40}% and on ⌦m by {50, 10}% for {fiducial, conser-
vative} data cuts10). Perpendicular to the lensing degeneracy di-
rection, there is a minor narrowing of the contours, reflected in
S8 = 0.742+0.035

�0.035 for fiducial data cuts, and S8 = 0.721+0.036
�0.036

with conservative cuts. The {⇠±, �t, P0/2} constraints on S8 are
8-9% stronger than the respective constraints from {⇠±, P0/2},
9-13% stronger than the constraints from {⇠±, �t}, and 19-22%
stronger than the constraint from ⇠±. These improvements are rel-
atively modest due in part to the currently incomplete overlap of
KiDS with 2dFLenS and BOSS, the careful selection of scales
for �t and P0/2, and the large number of nuisance parameters

10 The real impact is larger given the dependence of the ‘cosmic shear
only’ results along the lensing degeneracy direction on the cosmological
priors (Joudaki et al. 2017a).

that are simultaneously varied in the analysis (19 parameters for
{⇠±, �t, P0/2} compared to 7 parameters for cosmic shear alone).

The fully combined fiducial and conservative S8 constraints
are in complete agreement relative to one another, and with the
earlier sub-vector constraints (visualized in Fig 8). However, the
fully combined S8 constraints are discordant with Planck at the
level of 2.6� and 3.0� in the fiducial and conservative cases, re-
spectively. In Appendices A and C, we show that these discor-
dances are largely unaffected by the new Planck HFI measurement
of the reionization optical depth (Aghanim et al. 2016) and by an
extended treatment of the astrophysical systematics. We moreover
evaluated the log I diagnostic, which accounts for the discordance
over the full parameter space. As shown in Table 5, log I = �3.1
for fiducial cuts to the data, which indicates ‘decisive’ discordance
with Planck, and log I = �1.3 with conservative cuts indicating
‘strong’ discordance. Hence, despite the similar level of discor-
dance with Planck as quantified by S8, the discordance between
the probes is larger in the fiducial scenario given the stronger con-
straints on the underlying parameter space (as can be seen in Fig 7).

5.4.2 Shot noise prior dependence

The constraints are subject to an important caveat predominantly
along the lensing degeneracy direction. As discussed in Section 4.3,
our fiducial shot noise prior 0 < Nshot < 2300 h�3

Mpc

3 is mo-
tivated by the analysis of Beutler et al. (2014) for BOSS. While
we expect Nshot on the order of 1000, our data is unable to con-
strain the shot noise on its own, and our results along the lensing
degeneracy direction are sensitive to the choice of prior on this pa-
rameter (to lesser extent when employing conservative data cuts).
Given the anti-correlation between Nshot and ⌦m, a lower bound
on the shot noise prior shifts the constraints along the lensing de-
generacy direction towards larger matter density (and smaller �8),
while a higher upper bound shifts the constraints toward smaller
matter density (and larger �8).

The prior dependence of the cosmological constraints along
the lensing degeneracy direction was illustrated for cosmic shear
alone in Joudaki et al. (2017a). We now further advise caution in the
interpretation of cosmological constraints along the lensing degen-
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Figure 7. Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) from observations of cosmic shear, galaxy-galaxy lensing, and
redshift-space multipole power spectra for KiDS overlapping with 2dFLenS and BOSS. We show constraints from {⇠+, ⇠�} in green, {⇠+, ⇠�, �t, P0, P2}
in purple, and {⇠+, ⇠�, �t, P0, P2} with conservative data cuts in pink. For comparison, we show the constraints from Planck 2015 in red.

ever, they constrain the galaxy biases more strongly than galaxy-
galaxy lensing (further discussed in Section 5.4). The baryonic
feedback and shot noise parameters are unconstrained within
their prior ranges. For fiducial cuts to the P0/2 measurements,
the 2dFLenS velocity dispersion parameters are bounded from
above, such that {�v,2dFLOZ, �v,2dFHIZ} < {5.6, 5.7} h�1

Mpc.
For BOSS, the bounds are two-sided: {�v,LOWZ, �v,CMASS} =

{3.4+1.4
�0.8, 5.5

+1.1
�0.8} h�1

Mpc. For conservative cuts, the velocity
dispersion parameters are unconstrained within their prior ranges,
with the exception of �v,CMASS < 7.6 h�1

Mpc. Our CMASS
constraints agree with those given for the full survey in Beutler
et al. (2014). The constraints can be converted to units of km s

�1

by multiplying with the Hubble constant, and correspond to veloc-
ities of hundreds of km s

�1 as expected.

5.4 Cosmic shear, galaxy-galaxy lensing, and redshift-space
galaxy clustering {⇠+, ⇠�, �t, P0, P2}

5.4.1 Cosmological constraints

We show the key cosmological parameter constraints in the �8 –
⌦m plane in Fig. 7. Analogous to the {⇠±, P0/2} data combina-
tion, the {high-�8, low-⌦m} end of the underlying cosmic shear
contour is seemingly disfavored (following an improvement on �8

by {60, 40}% and on ⌦m by {50, 10}% for {fiducial, conser-
vative} data cuts10). Perpendicular to the lensing degeneracy di-
rection, there is a minor narrowing of the contours, reflected in
S8 = 0.742+0.035

�0.035 for fiducial data cuts, and S8 = 0.721+0.036
�0.036

with conservative cuts. The {⇠±, �t, P0/2} constraints on S8 are
8-9% stronger than the respective constraints from {⇠±, P0/2},
9-13% stronger than the constraints from {⇠±, �t}, and 19-22%
stronger than the constraint from ⇠±. These improvements are rel-
atively modest due in part to the currently incomplete overlap of
KiDS with 2dFLenS and BOSS, the careful selection of scales
for �t and P0/2, and the large number of nuisance parameters

10 The real impact is larger given the dependence of the ‘cosmic shear
only’ results along the lensing degeneracy direction on the cosmological
priors (Joudaki et al. 2017a).

that are simultaneously varied in the analysis (19 parameters for
{⇠±, �t, P0/2} compared to 7 parameters for cosmic shear alone).

The fully combined fiducial and conservative S8 constraints
are in complete agreement relative to one another, and with the
earlier sub-vector constraints (visualized in Fig 8). However, the
fully combined S8 constraints are discordant with Planck at the
level of 2.6� and 3.0� in the fiducial and conservative cases, re-
spectively. In Appendices A and C, we show that these discor-
dances are largely unaffected by the new Planck HFI measurement
of the reionization optical depth (Aghanim et al. 2016) and by an
extended treatment of the astrophysical systematics. We moreover
evaluated the log I diagnostic, which accounts for the discordance
over the full parameter space. As shown in Table 5, log I = �3.1
for fiducial cuts to the data, which indicates ‘decisive’ discordance
with Planck, and log I = �1.3 with conservative cuts indicating
‘strong’ discordance. Hence, despite the similar level of discor-
dance with Planck as quantified by S8, the discordance between
the probes is larger in the fiducial scenario given the stronger con-
straints on the underlying parameter space (as can be seen in Fig 7).

5.4.2 Shot noise prior dependence

The constraints are subject to an important caveat predominantly
along the lensing degeneracy direction. As discussed in Section 4.3,
our fiducial shot noise prior 0 < Nshot < 2300 h�3

Mpc

3 is mo-
tivated by the analysis of Beutler et al. (2014) for BOSS. While
we expect Nshot on the order of 1000, our data is unable to con-
strain the shot noise on its own, and our results along the lensing
degeneracy direction are sensitive to the choice of prior on this pa-
rameter (to lesser extent when employing conservative data cuts).
Given the anti-correlation between Nshot and ⌦m, a lower bound
on the shot noise prior shifts the constraints along the lensing de-
generacy direction towards larger matter density (and smaller �8),
while a higher upper bound shifts the constraints toward smaller
matter density (and larger �8).

The prior dependence of the cosmological constraints along
the lensing degeneracy direction was illustrated for cosmic shear
alone in Joudaki et al. (2017a). We now further advise caution in the
interpretation of cosmological constraints along the lensing degen-
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Figure 6. Marginalized posterior distributions for the intrinsic alignment
amplitude given measurements of cosmic shear, galaxy-galaxy lensing,
and redshift-space multipole power spectra for KiDS overlapping with
2dFLenS and BOSS. We show the constraints from {⇠+, ⇠�} in solid
green, {⇠+, ⇠�, �t} in dashed red, {⇠+, ⇠�, �t} with conservative cuts
to the data in dashed cyan, {⇠+, ⇠�, �t, P0, P2} in dot-dashed blue, and
{⇠+, ⇠�, �t, P0, P2} with conservative data cuts in dot-dashed brown.

ever, they constrain the galaxy biases more strongly than galaxy-
galaxy lensing (further discussed in Section 5.4). The baryonic
feedback and shot noise parameters are unconstrained within
their prior ranges. For fiducial cuts to the P0/2 measurements,
the 2dFLenS velocity dispersion parameters are bounded from
above, such that {�v,2dFLOZ, �v,2dFHIZ} < {5.6, 5.7} h�1

Mpc.
For BOSS, the bounds are two-sided: {�v,LOWZ, �v,CMASS} =

{3.4+1.4
�0.8, 5.5

+1.1
�0.8} h�1

Mpc. For conservative cuts, the velocity
dispersion parameters are unconstrained within their prior ranges,
with the exception of �v,CMASS < 7.6 h�1

Mpc. Our CMASS
constraints agree with those given for the full survey in Beutler
et al. (2014). The constraints can be converted to units of km s

�1

by multiplying with the Hubble constant, and correspond to veloc-
ities of hundreds of km s

�1 as expected.

5.4 Cosmic shear, galaxy-galaxy lensing, and redshift-space
galaxy clustering {⇠+, ⇠�, �t, P0, P2}

5.4.1 Cosmological constraints

We show the key cosmological parameter constraints in the �8 �
⌦m plane in Fig. 8. Analogous to the {⇠±, P0/2} data combina-
tion, the low-⌦m end of the underlying cosmic shear contour is
seemingly disfavored, with the main difference being a minor nar-
rowing of the contours perpendicular to the lensing degeneracy di-
rection. This perpendicular narrowing of the contours is reflected
in the marginalized constraints on S8 = 0.742+0.035

�0.035 for fidu-
cial data cuts, and S8 = 0.721+0.036

�0.036 with conservative cuts. The
{⇠±, �t, P0/2} constraints on S8 are 8-9% stronger than the re-
spective constraints from {⇠±, P0/2}, 9-13% stronger than the con-
straints from {⇠±, �t}, and 19-22% stronger than the constraint
from ⇠±. These improvements are relatively modest due in part
to the currently incomplete overlap of KiDS with 2dFLenS and
BOSS, the careful selection of scales for �t and P0/2, and the large
number of nuisance parameters that are simultaneously being var-

Figure 7. Marginalized posterior contours in the �8 � ⌦m plane (inner
68% CL, outer 95% CL) from observations of cosmic shear and redshift-
space multipole power spectra for KiDS overlapping with 2dFLenS and
BOSS. We show the constraints from {⇠+, ⇠�} in green, {⇠+, ⇠�, P0, P2}
in purple, and {⇠+, ⇠�, P0, P2} with conservative cuts to the data in pink.
We note that the P0/2 measurements are limited to the overlap regions
with KiDS-450. For comparison, we show the constraints from Planck 2015
CMB temperature measurements in red.

ied in the analysis (19 parameters for {⇠±, �t, P0/2} compared to
7 parameters for cosmic shear alone).

Our S8 constraints from the different data combinations and
cuts are in complete agreement, as summarized in Table B1. The
fully combined S8 constraints are discordant with Planck at the
level of 2.6� for fiducial data cuts, and 3.0� with conservative cuts.
In Appendix A, we show that these discordances are largely unaf-
fected by the new Planck HFI measurement of the reionization op-
tical depth (Aghanim et al. 2016). We moreover evaluated the log I
diagnostic, which accounts for the discordance over the full param-
eter space. As shown in Table 4, log I = �3.1 for fiducial cuts to
the data, which indicates ‘decisive’ discordance with Planck, and
log I = �1.3 with conservative cuts indicating ‘strong’ discor-
dance. Hence, despite the similar level of discordance with Planck
as quantified by S8, the discordance between the probes is larger in
the fiducial scenario given the stronger constraints on the underly-
ing parameter space (as can be seen in Fig 8).

5.4.2 Shot noise prior dependence

The constraints are subject to an important caveat predominantly
along the lensing degeneracy direction. As discussed in Section 4.3,
our fiducial shot noise prior 0 < Nshot < 2300 h�3

Mpc

3 is moti-
vated by the analysis of Beutler et al. (2014) for BOSS. While we
naively expect Nshot on the order of 1000, our data is unable to con-
strain the shot noise on its own, and our results along the lensing de-
generacy direction are sensitive to the choice of prior on this param-
eter (for each galaxy sample). Given the anti-correlation between
Nshot and ⌦m, a lower bound on the shot noise prior shifts our
constraints along the lensing degeneracy direction towards larger
matter density (and smaller �8), while a higher upper bound shifts
the constraints toward smaller matter density (and larger �8).

The prior dependence of the cosmological constraints along
the lensing degeneracy direction was illustrated for cosmic shear
alone in Joudaki et al. (2017). We now further advise caution in the
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Figure 7. Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) from observations of cosmic shear, galaxy-galaxy lensing, and
redshift-space multipole power spectra for KiDS overlapping with 2dFLenS and BOSS. We show constraints from {⇠+, ⇠�} in green, {⇠+, ⇠�, �t, P0, P2}
in purple, and {⇠+, ⇠�, �t, P0, P2} with conservative data cuts in pink. For comparison, we show the constraints from Planck 2015 in red.

ever, they constrain the galaxy biases more strongly than galaxy-
galaxy lensing (further discussed in Section 5.4). The baryonic
feedback and shot noise parameters are unconstrained within
their prior ranges. For fiducial cuts to the P0/2 measurements,
the 2dFLenS velocity dispersion parameters are bounded from
above, such that {�v,2dFLOZ, �v,2dFHIZ} < {5.6, 5.7} h�1

Mpc.
For BOSS, the bounds are two-sided: {�v,LOWZ, �v,CMASS} =

{3.4+1.4
�0.8, 5.5

+1.1
�0.8} h�1

Mpc. For conservative cuts, the velocity
dispersion parameters are unconstrained within their prior ranges,
with the exception of �v,CMASS < 7.6 h�1

Mpc. Our CMASS
constraints agree with those given for the full survey in Beutler
et al. (2014). The constraints can be converted to units of km s

�1

by multiplying with the Hubble constant, and correspond to veloc-
ities of hundreds of km s

�1 as expected.

5.4 Cosmic shear, galaxy-galaxy lensing, and redshift-space
galaxy clustering {⇠+, ⇠�, �t, P0, P2}

5.4.1 Cosmological constraints

We show the key cosmological parameter constraints in the �8 –
⌦m plane in Fig. 7. Analogous to the {⇠±, P0/2} data combina-
tion, the {high-�8, low-⌦m} end of the underlying cosmic shear
contour is seemingly disfavored (following an improvement on �8

by {60, 40}% and on ⌦m by {50, 10}% for {fiducial, conser-
vative} data cuts10). Perpendicular to the lensing degeneracy di-
rection, there is a minor narrowing of the contours, reflected in
S8 = 0.742+0.035

�0.035 for fiducial data cuts, and S8 = 0.721+0.036
�0.036

with conservative cuts. The {⇠±, �t, P0/2} constraints on S8 are
8-9% stronger than the respective constraints from {⇠±, P0/2},
9-13% stronger than the constraints from {⇠±, �t}, and 19-22%
stronger than the constraint from ⇠±. These improvements are rel-
atively modest due in part to the currently incomplete overlap of
KiDS with 2dFLenS and BOSS, the careful selection of scales
for �t and P0/2, and the large number of nuisance parameters

10 The real impact is larger given the dependence of the ‘cosmic shear
only’ results along the lensing degeneracy direction on the cosmological
priors (Joudaki et al. 2017a).

that are simultaneously varied in the analysis (19 parameters for
{⇠±, �t, P0/2} compared to 7 parameters for cosmic shear alone).

The fully combined fiducial and conservative S8 constraints
are in complete agreement relative to one another, and with the
earlier sub-vector constraints (visualized in Fig 8). However, the
fully combined S8 constraints are discordant with Planck at the
level of 2.6� and 3.0� in the fiducial and conservative cases, re-
spectively. In Appendices A and C, we show that these discor-
dances are largely unaffected by the new Planck HFI measurement
of the reionization optical depth (Aghanim et al. 2016) and by an
extended treatment of the astrophysical systematics. We moreover
evaluated the log I diagnostic, which accounts for the discordance
over the full parameter space. As shown in Table 5, log I = �3.1
for fiducial cuts to the data, which indicates ‘decisive’ discordance
with Planck, and log I = �1.3 with conservative cuts indicating
‘strong’ discordance. Hence, despite the similar level of discor-
dance with Planck as quantified by S8, the discordance between
the probes is larger in the fiducial scenario given the stronger con-
straints on the underlying parameter space (as can be seen in Fig 7).

5.4.2 Shot noise prior dependence

The constraints are subject to an important caveat predominantly
along the lensing degeneracy direction. As discussed in Section 4.3,
our fiducial shot noise prior 0 < Nshot < 2300 h�3

Mpc

3 is mo-
tivated by the analysis of Beutler et al. (2014) for BOSS. While
we expect Nshot on the order of 1000, our data is unable to con-
strain the shot noise on its own, and our results along the lensing
degeneracy direction are sensitive to the choice of prior on this pa-
rameter (to lesser extent when employing conservative data cuts).
Given the anti-correlation between Nshot and ⌦m, a lower bound
on the shot noise prior shifts the constraints along the lensing de-
generacy direction towards larger matter density (and smaller �8),
while a higher upper bound shifts the constraints toward smaller
matter density (and larger �8).

The prior dependence of the cosmological constraints along
the lensing degeneracy direction was illustrated for cosmic shear
alone in Joudaki et al. (2017a). We now further advise caution in the
interpretation of cosmological constraints along the lensing degen-
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Figure 7. Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) from observations of cosmic shear, galaxy-galaxy lensing, and
redshift-space multipole power spectra for KiDS overlapping with 2dFLenS and BOSS. We show constraints from {⇠+, ⇠�} in green, {⇠+, ⇠�, �t, P0, P2}
in purple, and {⇠+, ⇠�, �t, P0, P2} with conservative data cuts in pink. For comparison, we show the constraints from Planck 2015 in red.

ever, they constrain the galaxy biases more strongly than galaxy-
galaxy lensing (further discussed in Section 5.4). The baryonic
feedback and shot noise parameters are unconstrained within
their prior ranges. For fiducial cuts to the P0/2 measurements,
the 2dFLenS velocity dispersion parameters are bounded from
above, such that {�v,2dFLOZ, �v,2dFHIZ} < {5.6, 5.7} h�1

Mpc.
For BOSS, the bounds are two-sided: {�v,LOWZ, �v,CMASS} =

{3.4+1.4
�0.8, 5.5

+1.1
�0.8} h�1

Mpc. For conservative cuts, the velocity
dispersion parameters are unconstrained within their prior ranges,
with the exception of �v,CMASS < 7.6 h�1

Mpc. Our CMASS
constraints agree with those given for the full survey in Beutler
et al. (2014). The constraints can be converted to units of km s

�1

by multiplying with the Hubble constant, and correspond to veloc-
ities of hundreds of km s

�1 as expected.

5.4 Cosmic shear, galaxy-galaxy lensing, and redshift-space
galaxy clustering {⇠+, ⇠�, �t, P0, P2}

5.4.1 Cosmological constraints

We show the key cosmological parameter constraints in the �8 –
⌦m plane in Fig. 7. Analogous to the {⇠±, P0/2} data combina-
tion, the {high-�8, low-⌦m} end of the underlying cosmic shear
contour is seemingly disfavored (following an improvement on �8

by {60, 40}% and on ⌦m by {50, 10}% for {fiducial, conser-
vative} data cuts10). Perpendicular to the lensing degeneracy di-
rection, there is a minor narrowing of the contours, reflected in
S8 = 0.742+0.035

�0.035 for fiducial data cuts, and S8 = 0.721+0.036
�0.036

with conservative cuts. The {⇠±, �t, P0/2} constraints on S8 are
8-9% stronger than the respective constraints from {⇠±, P0/2},
9-13% stronger than the constraints from {⇠±, �t}, and 19-22%
stronger than the constraint from ⇠±. These improvements are rel-
atively modest due in part to the currently incomplete overlap of
KiDS with 2dFLenS and BOSS, the careful selection of scales
for �t and P0/2, and the large number of nuisance parameters

10 The real impact is larger given the dependence of the ‘cosmic shear
only’ results along the lensing degeneracy direction on the cosmological
priors (Joudaki et al. 2017a).

that are simultaneously varied in the analysis (19 parameters for
{⇠±, �t, P0/2} compared to 7 parameters for cosmic shear alone).

The fully combined fiducial and conservative S8 constraints
are in complete agreement relative to one another, and with the
earlier sub-vector constraints (visualized in Fig 8). However, the
fully combined S8 constraints are discordant with Planck at the
level of 2.6� and 3.0� in the fiducial and conservative cases, re-
spectively. In Appendices A and C, we show that these discor-
dances are largely unaffected by the new Planck HFI measurement
of the reionization optical depth (Aghanim et al. 2016) and by an
extended treatment of the astrophysical systematics. We moreover
evaluated the log I diagnostic, which accounts for the discordance
over the full parameter space. As shown in Table 5, log I = �3.1
for fiducial cuts to the data, which indicates ‘decisive’ discordance
with Planck, and log I = �1.3 with conservative cuts indicating
‘strong’ discordance. Hence, despite the similar level of discor-
dance with Planck as quantified by S8, the discordance between
the probes is larger in the fiducial scenario given the stronger con-
straints on the underlying parameter space (as can be seen in Fig 7).

5.4.2 Shot noise prior dependence

The constraints are subject to an important caveat predominantly
along the lensing degeneracy direction. As discussed in Section 4.3,
our fiducial shot noise prior 0 < Nshot < 2300 h�3

Mpc

3 is mo-
tivated by the analysis of Beutler et al. (2014) for BOSS. While
we expect Nshot on the order of 1000, our data is unable to con-
strain the shot noise on its own, and our results along the lensing
degeneracy direction are sensitive to the choice of prior on this pa-
rameter (to lesser extent when employing conservative data cuts).
Given the anti-correlation between Nshot and ⌦m, a lower bound
on the shot noise prior shifts the constraints along the lensing de-
generacy direction towards larger matter density (and smaller �8),
while a higher upper bound shifts the constraints toward smaller
matter density (and larger �8).

The prior dependence of the cosmological constraints along
the lensing degeneracy direction was illustrated for cosmic shear
alone in Joudaki et al. (2017a). We now further advise caution in the
interpretation of cosmological constraints along the lensing degen-
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Figure 5. Left: Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) from {⇠+, ⇠�} in green, {⇠+, ⇠�, �t} in purple, and
{⇠+, ⇠�, �t} with conservative cuts to the data in pink. For comparison, we show the constraints from Planck 2015 CMB temperature measurements in red.
Right: Same as left panel, but with {⇠+, ⇠�, P0, P2} instead of {⇠+, ⇠�, �t}.
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Figure 6. Marginalized posterior distributions for the intrinsic align-
ment amplitude from {⇠+, ⇠�} in solid green, {⇠+, ⇠�, �t} in dashed
red, {⇠+, ⇠�, �t} with conservative cuts to the data in dashed cyan,
{⇠+, ⇠�, �t, P0, P2} in dot-dashed blue, and {⇠+, ⇠�, �t, P0, P2} with
conservative data cuts in dot-dashed brown.

its own, and increases the discordance with Planck by 0.4� and
0.7� for the fiducial and conservative �t scenarios, respectively.

An important reason for the marginal improvement in the
parameter constraints is the strong degeneracy between the cos-
mological parameters and the galaxy bias (which modulates the
amplitude of the �t measurements) of each of the four samples
(i.e. b2dFLOZ, b2dFHIZ, bLOWZ, bCMASS, discussed in Section 5.4).
In Appendix B, we illustrate the significant improvement in the cos-
mological parameter constraints when fixing the galaxy bias of the
different samples to their best-fit values.

5.2.2 Astrophysical constraints

Considering the ⇠± and {⇠±, �t} data vectors, we show marginal-
ized posterior distributions for the IA amplitude in Fig. 6. For cos-
mic shear alone, AIA = 1.16+0.77

�0.60 (in agreement with AIA =

1.15+0.71
�0.59 in Joudaki et al. 2017b). Given the additional informa-

tion from the ‘gI’ piece of �t, we find a 30% improvement in the
constraint on the IA amplitude, such that AIA = 1.67+0.50

�0.49 for
fiducial cuts to �t and AIA = 1.39+0.50

�0.50 with conservative cuts
(positive at 3.3� and 2.7�, respectively). As in the ‘cosmic shear
only’ scenario, the baryonic feedback amplitude is unconstrained
within its prior range.

5.3 Cosmic shear and redshift-space galaxy clustering
{⇠+, ⇠�, P0, P2}

5.3.1 Cosmological constraints

In combining cosmic shear and multipole power spectrum mea-
surements, we find a noticeable improvement in the cosmologi-
cal constraints along the lensing degeneracy direction (Fig 5), in
particular when employing fiducial cuts to the {P0, P2} measure-
ments (in spite of varying 12 additional nuisance parameters; by
factors of 2.3 in �8 and 1.8 in ⌦m relative to ⇠±). The cosmolog-
ical constraints for the fiducial and conservative cases agree with
each other and with cosmic shear alone (with a seeming prefer-
ence for its high-⌦m tail). While we have chosen wide priors on
the nuisance parameters, our constraints along the lensing degener-
acy direction retain a dependence on the shot noise prior as further
discussed in Sec. 5.4.2.

Perpendicular to the lensing degeneracy direction, we mea-
sure S8 = 0.722+0.038

�0.037, which corresponds to a 15% improvement
in the constraint compared to cosmic shear alone, and reflects a dis-
cordance with Planck at the level of T (S8) = 2.9�. When consid-
ering conservative P0/2 cuts, S8 = 0.717+0.039

�0.039 (roughly 10% im-
provement) and T (S8) = 2.9�. As a result, regardless of whether
the cosmic shear measurements are combined with galaxy-galaxy
lensing or multipole power spectrum measurements, and regard-
less of the different cuts to the measurements, the discordance with
Planck increases.

5.3.2 Astrophysical constraints

The multipole power spectra do not particularly improve the
IA amplitude constraint compared to cosmic shear alone. How-
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Figure B2. Marginalized posterior distributions for the galaxy bias (2dFLOZ upper left, 2dFHIZ upper right, LOWZ lower right, and CMASS lower right)
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cuts in dot-dashed brown. All of the primary cosmological and astrophysical parameters are simultaneously varied in the analysis. For visual clarity, we do not
show the posterior distributions for {⇠±, P0/2}, but note that they are similar to the distributions for the full data vector.

negative values of ⌘IA drive the IA signal towards zero (such that
the the shear signal dominates), while increasingly positive values
of ⌘IA rapidly drive the intrinsic alignments towards values that are
too large.

In Fig. C2, we illustrate the robustness of our results to the
different treatments of the astrophysical systematics in the sub-
space occupied by {S8, AIA, ⌘IA, B}, along with their marginal-
ized posterior distributions. The largest change in S8 is found for
conservative data cuts with extended systematics, where the pos-
terior expands towards lower values. Given extended systematics,
the IA amplitude experiences a minor shift and increase in the un-
certainty, such that the preference for being positive decreases by
⇠ 0.5�. The feedback amplitude marginally shifts to lower values,
such that B < 3.1 for fiducial data cuts, and B < 4.4 with conser-
vative cuts (with posterior peaks at B of 1.2 and 1.6, respectively,
again indicating a preference for strong feedback).

We do not quote our constraints on the shot noise, pairwise ve-
locity dispersion, and galaxy bias in the extended systematics sce-
nario, but note that they are consistent with the fiducial systematics
constraints.

APPENDIX D: BEST-FIT MODEL PARAMETERS

Assuming a ⇤CDM cosmological model, in Figure D1, we show
marginalized posterior distributions of derived cosmological pa-
rameters {⌦m, �8, H0, S8}, and their correlation, from measure-
ments of cosmic shear, galaxy-galaxy lensing, and redshift-space
multipole power spectra for KiDS overlapping with 2dFLenS and
BOSS. In Table D1, we list the marginalized posterior means and
confidence intervals of these cosmological parameters. We also list
T (S8) denoting the tension with Planck, the best-fit �2

e↵ , num-
ber of degrees of freedom, and DIC for each setup. In Figure D2,
we show marginalized posterior distributions of the primary model
parameters {100✓MC,⌦bh2,⌦ch

2, ln (1010As), ns

, AIA, B} and
their correlation (as that is the subspace shared with cosmic shear
alone). Lastly, Figure D3 shows the marginalized posterior distri-
butions of the derived S8 parameter along with the primary astro-
physical parameters and their correlation.
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Figure 9. Left: Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) in a universe with massive neutrinos, curvature, and
evolving dark energy (constant w). We show the constraints from {⇠±, �t, P0/2} in brown, with conservative cuts to the data in cyan, and Planck CMB
temperature in red. For comparison, we also show dashed contours assuming fiducial ⇤CDM. Right: Marginalized posterior contours in the plane with S8 forP

m
⌫

, ⌦
k

, and w, respectively. For comparison, we also show the contour when restricted to ⇠± in dashed green (from Joudaki et al. 2017b, with narrower
prior on the baryon feedback and use of analytic covariance).

within 0.1�. The discordance over the full parameter space is also
comparable to that in ⇤CDM (as quantified by log I in Table 5).

6.1.3 Constraints on neutrino mass and model selection

In Fig. 9, we moreover show marginalized constraints in the
P

m
⌫

– S8 plane, where the sum of neutrino masses
P

m
⌫

< 2.2 eV
(95% CL) for fiducial data cuts, and

P
m

⌫

< 4.0 eV with con-
servative cuts. As expected, the constraint on

P
m

⌫

is stronger

in the fiducial case as we retain measurements on smaller scales
where the impact of neutrino mass is larger. Despite the fully com-
bined analysis, the neutrino mass constraint in the conservative
scenario is comparable to that from cosmic shear alone (whereP

m
⌫

< 4.0 eV in Joudaki et al. 2017b, albeit with narrower prior
on the baryonic feedback as discussed in Section 5.1).

Our neutrino mass constraints are not competitive with those
obtained from other probes (e.g. Planck, and its combination with
BAOs, Ade et al. 2016a), but we expect them to increasingly im-

c� 2017 RAS, MNRAS 000, 000–000

Neutrino mass

Curvature

Evolving DE (const w)

SJ et al 2017

X
m⌫ < 2.2 eV (95% CL)

⌦k < �0.026 (95% CL)

w < �0.73 (95% CL)

w < �1/3 (99.93% CL)

Extensions  
not favored, 

discordances persist



evolving dark energy (w0-wa)KiDS+2dFLenS combined analysis 19

0.2 0.3 0.4 0.5 0.6

�m

0.60

0.75

0.90

1.05

�
8

WL/RSD-conserv (w0waCDM)

WL/RSD (w0waCDM)

Planck (w0waCDM)

WL/RSD-conserv (�CDM)

WL/RSD (�CDM)

Planck (�CDM)

�2.5 �2.0 �1.5 �1.0 �0.5 0.0

w0

�5.0

�2.5

0.0

2.5

5.0

w
a

WL/RSD

WL/RSD-conserv

Planck 2015

Figure 10. Left: Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) in a universe with a time-dependent dark energy
equation of state. We show the constraints from {⇠±, �t, P0/2} in brown, with conservative cuts to the data in cyan, and Planck CMB temperature in red. For
comparison, we also show dashed contours assuming fiducial ⇤CDM. Right: Marginalized posterior contours in the w0 – w

a

plane. The dashed horizontal
and vertical lines intersect at the ⇤CDM prediction.

6.4 Dark energy (w0 � w
a

)

6.4.1 Background

Following a deviation from the cosmological constant scenario,
there is no strong theoretical motivation to keep the dark energy
equation of state constant (e.g. Caldwell, Dave & Steinhardt 1998;
Zlatev, Wang & Steinhardt 1999). We therefore also examine an
evolving dark energy model with a time-varying equation of state in
the form of the ‘w0 � w

a

parameterization’ (Chevallier & Polarski
2001; Linder 2003). Executing a Taylor expansion of the equation
of state to first order in the scale factor, a, we obtain

w(a) = w0 + (1 � a)w
a

, (23)

where w0 is the present equation of state, and w
a

= �dw/da|
a=1

(also expressed as w
a

= �2dw/d ln a|
a=1/2; Linder 2003).

While a positive w
a

increases w(a) with time, such that its im-
pact on the observables is qualitatively similar to that described for
a constant w > �1, the two {w0, wa

} degrees of freedom allow for
a greater range of phenomenological scenarios to be realized. This
dark energy model was considered in the analysis of KiDS cosmic
shear in Joudaki et al. (2017b), where similar to the constant w sce-
nario it was found to alleviate the discordance between KiDS and
Planck, and between Riess et al. (2016) and Planck. In combining
KiDS and Planck with a uniform Riess et al. (2016) prior on the
Hubble constant, this model was further found moderately favored
compared to ⇤CDM (as evidenced by �DIC . �6). However,
considering theoretical stability conditions, the favored dark energy
region cannot be accommodated by minimally-coupled single-field
quintessence, but would seemingly require multiple scalar fields
(Peirone et al. 2017). We examine to what extent these results are
impacted by the galaxy-galaxy lensing and multipole power spec-
trum measurements.

6.4.2 Constraints on S8 and discordance with Planck

Similar to the constant w cosmology, our marginalized posterior
contours exhibit a discordance with Planck in the �8 – ⌦m plane
(Fig. 10). The S8 constraints are approximately 60% weaker than
in ⇤CDM, and 10-20% stronger than from cosmic shear alone. The

discordances are encapsulated through T (S8) = 1.7� for fiducial
data cuts, and T (S8) = 1.9� with conservative cuts (in contrast to
T (S8) = 0.9� between KiDS and Planck alone). Accounting for
the full parameter space with the log I statistic, the conservative
scenario is only weakly discordant with Planck, while the fiducial
scenario is decisively discordant (as the stronger constraints allow
for potentially larger discordances). In other words, the substan-
tial concordance between KiDS and Planck alone in Joudaki et al.
(2017b) is broken by the improved constraints along the lensing de-
generacy direction by the multipole power spectra (again assuming
our shot noise prior is approximately correct; Section 5.4).

6.4.3 Constraints on dark energy, intrinsic alignment amplitude,
and model selection

We show the marginalized constraints on {w0, wa

} in Fig. 10. The
constraints are weak for both data cuts, with results in agreement
with a cosmological constant. While the constraints favor the ‘large
w0, small w

a

’ corner (even more so for the KiDS-only constraints;
Joudaki et al. 2017b), the fiducial scenario shows an indication to
move out of the corner. Similar to the constant w cosmology, the
constraint on the IA amplitude is degraded, with a positive ampli-
tude favored at {2.6�, 2.3�} for {fiducial, conservative} data cuts.
From a model selection standpoint, the extended cosmology is not
favored relative to ⇤CDM, as �DIC is positive (at a level of 5.5
and 2.0 for the fiducial and conservative cases, respectively). In
Joudaki et al. (2017b), while KiDS alone did not favor the w0 �w

a

cosmology (�DIC ' 1.0), the combination of KiDS and Planck
moderately favored the extended cosmology (�DIC = �6.8, re-
duced to �6.4 with a Riess et al. 2016 prior on H0). Here, we do
not combine {⇠±, �t, P0/2} with Planck given their relative discor-
dance (established by log I < 0).

6.5 Modified gravity

6.5.1 Background

For purposes of universality, we do not consider specific models
of modified gravity, but instead explore model-independent modi-
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Figure 10. Left: Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) in a universe with a time-dependent dark energy
equation of state. We show the constraints from {⇠±, �t, P0/2} in brown, with conservative cuts to the data in cyan, and Planck CMB temperature in red. For
comparison, we also show dashed contours assuming fiducial ⇤CDM. Right: Marginalized posterior contours in the w0 – w

a

plane. The dashed horizontal
and vertical lines intersect at the ⇤CDM prediction.

6.4 Dark energy (w0 � w
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Following a deviation from the cosmological constant scenario,
there is no strong theoretical motivation to keep the dark energy
equation of state constant (e.g. Caldwell, Dave & Steinhardt 1998;
Zlatev, Wang & Steinhardt 1999). We therefore also examine an
evolving dark energy model with a time-varying equation of state in
the form of the ‘w0 � w

a

parameterization’ (Chevallier & Polarski
2001; Linder 2003). Executing a Taylor expansion of the equation
of state to first order in the scale factor, a, we obtain

w(a) = w0 + (1 � a)w
a

, (23)

where w0 is the present equation of state, and w
a

= �dw/da|
a=1

(also expressed as w
a

= �2dw/d ln a|
a=1/2; Linder 2003).

While a positive w
a

increases w(a) with time, such that its im-
pact on the observables is qualitatively similar to that described for
a constant w > �1, the two {w0, wa

} degrees of freedom allow for
a greater range of phenomenological scenarios to be realized. This
dark energy model was considered in the analysis of KiDS cosmic
shear in Joudaki et al. (2017b), where similar to the constant w sce-
nario it was found to alleviate the discordance between KiDS and
Planck, and between Riess et al. (2016) and Planck. In combining
KiDS and Planck with a uniform Riess et al. (2016) prior on the
Hubble constant, this model was further found moderately favored
compared to ⇤CDM (as evidenced by �DIC . �6). However,
considering theoretical stability conditions, the favored dark energy
region cannot be accommodated by minimally-coupled single-field
quintessence, but would seemingly require multiple scalar fields
(Peirone et al. 2017). We examine to what extent these results are
impacted by the galaxy-galaxy lensing and multipole power spec-
trum measurements.

6.4.2 Constraints on S8 and discordance with Planck

Similar to the constant w cosmology, our marginalized posterior
contours exhibit a discordance with Planck in the �8 – ⌦m plane
(Fig. 10). The S8 constraints are approximately 60% weaker than
in ⇤CDM, and 10-20% stronger than from cosmic shear alone. The

discordances are encapsulated through T (S8) = 1.7� for fiducial
data cuts, and T (S8) = 1.9� with conservative cuts (in contrast to
T (S8) = 0.9� between KiDS and Planck alone). Accounting for
the full parameter space with the log I statistic, the conservative
scenario is only weakly discordant with Planck, while the fiducial
scenario is decisively discordant (as the stronger constraints allow
for potentially larger discordances). In other words, the substan-
tial concordance between KiDS and Planck alone in Joudaki et al.
(2017b) is broken by the improved constraints along the lensing de-
generacy direction by the multipole power spectra (again assuming
our shot noise prior is approximately correct; Section 5.4).

6.4.3 Constraints on dark energy, intrinsic alignment amplitude,
and model selection

We show the marginalized constraints on {w0, wa

} in Fig. 10. The
constraints are weak for both data cuts, with results in agreement
with a cosmological constant. While the constraints favor the ‘large
w0, small w

a

’ corner (even more so for the KiDS-only constraints;
Joudaki et al. 2017b), the fiducial scenario shows an indication to
move out of the corner. Similar to the constant w cosmology, the
constraint on the IA amplitude is degraded, with a positive ampli-
tude favored at {2.6�, 2.3�} for {fiducial, conservative} data cuts.
From a model selection standpoint, the extended cosmology is not
favored relative to ⇤CDM, as �DIC is positive (at a level of 5.5
and 2.0 for the fiducial and conservative cases, respectively). In
Joudaki et al. (2017b), while KiDS alone did not favor the w0 �w

a

cosmology (�DIC ' 1.0), the combination of KiDS and Planck
moderately favored the extended cosmology (�DIC = �6.8, re-
duced to �6.4 with a Riess et al. 2016 prior on H0). Here, we do
not combine {⇠±, �t, P0/2} with Planck given their relative discor-
dance (established by log I < 0).

6.5 Modified gravity

6.5.1 Background

For purposes of universality, we do not consider specific models
of modified gravity, but instead explore model-independent modi-
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Figure 11. Left: Marginalized posterior contours in the �8 – ⌦m plane (inner 68% CL, outer 95% CL) in a universe with modified gravity. We show the
constraints from {⇠±, �t, P0/2} in brown, with ‘large scale’ cuts to the data in cyan (our most conservative case), and Planck CMB temperature in red.
For comparison, we also show dashed contours assuming fiducial ⇤CDM. Right: Marginalized posterior contours in the Q2 – ⌃2 plane (where the indices
represent a particular combination of bins, such that z < 1 and k > 0.05 h Mpc�1). In addition to the cases described, we include {⇠±, �t, P0/2} with
large-scale cuts jointly analyzed with Planck in blue. The dashed horizontal and vertical lines intersect at the GR prediction (Q = ⌃ = 1).

fications of the metric potentials, � and  , describing spatial and
temporal perturbations to the metric in the conformal Newtonian
gauge, respectively. While distinct modified gravity models affect
the metric potentials differently (e.g. Pogosian & Silvestri 2016),
the zeroth-order approach is to search for any deviations from GR.
Considering the first-order perturbed Einstein equations (e.g. Ma &
Bertschinger 1995), we modify the Poisson equation,

� k2� = 4⇡Ga2
X

i

⇢
i

�

i

Q(k, a), (24)

where G is Newton’s gravitational constant, ⇢
i

is the density of
species i, with a fractional overdensity �

i

, and Q(k, a) provides
non-standard modifications of the Poisson equation in scale and
time, such that Q ⌘ 1 in GR (e.g. Jain & Zhang 2008; Bean
& Tangmatitham 2010; Dossett et al. 2015). We can therefore
consider the product of G and Q(k, a) to encapsulate an ‘effec-
tive gravitational constant’ that is both scale and time dependent:
Ge↵(k, a) = G ⇥ Q(k, a). As in the analysis of Joudaki et al.
(2017b), we moreover modify the sum of the metric potentials
probed by weak gravitational lensing with ⌃(k, a), such that

�k2
( + �) = 8⇡Ga2

X

i

⇢
i

�

i

⌃(k, a)

+ 12⇡Ga2
X

i

⇢
i

�
i

(1 + w
i

)Q(k, a),
(25)

where �
i

is the anisotropic shear stress, and w
i

is the equation of
state. We thereby allow for the two metric potentials to differ even
in the absence of anisotropic stress, whereas ⌃ ⌘ 1 in GR. The
two parameters {Q,⌃} take on specific functional forms in dis-
tinct modified gravity scenarios. In our analysis, we bin the two pa-
rameters in {k, z}, such that we constrain a total of eight modified
gravity parameters, as described in the forthcoming subsection.

To capture the modifications to General Relativity with our
combined lensing and RSD probes, we have integrated our updated
version of COSMOMC (described in Section 4) with the ISITGR
package (Dossett, Ishak & Moldenhauer 2011; Dossett & Ishak
2012). The combination of weak gravitational lensing and red-

shift space distortions is particularly complementary as the former
mainly probes the sum of the metric potentials  + � modifying
the relativistic deflection of light, while the latter probes the po-
tential  modifying the growth of large-scale structure. This com-
plementarity has for instance been encapsulated in the gravitational
slip statistic E

G

(Zhang et al. 2007, also see Leonard, Ferreira &
Heymans 2015), measured in e.g. Reyes et al. (2010); Blake et al.
(2016b); Pullen et al. (2016); Alam et al. (2017).

The complementarity between weak lensing and redshift-
space distortion measurements has also been used for CFHTLenS,
WiggleZ, and 6dFGS in Simpson et al. (2013), where no evidence
for deviations from GR were found. For model-independent con-
straints on deviations from General Relativity with other data com-
binations, see e.g. Daniel et al. (2010); Johnson et al. (2016); Ade
et al. (2016b); Di Valentino, Melchiorri & Silk (2016); Mueller
et al. (2016). For the ‘KiDS-only’ constraints, see Joudaki et al.
(2017b). In the current work, we move beyond previous analyses
in presenting self-consistent constraints on modified gravity from
overlapping lensing and spectroscopic surveys, including the full
covariance between the observables.

6.5.2 Parameterization

We bin {Q,⌃} in k and z, with divisions at k = 0.05 hMpc

�1 and
z = 1 for consistency with the KiDS-only analysis in Joudaki et al.
(2017b). Our specific divisions allow for further complementarity
with the CMB, but we recommend the exploration of other choices.
We thereby consider four parameters in Q{1,2,3,4} and four param-
eters in ⌃{1,2,3,4}, such that ‘1’ refers to the {low z, low k} bin, ‘2’
refers to the {low z, high k} bin, ‘3’ refers to the {high z, low k}
bin, and ‘4’ refers to the {high z, high k} bin. In the MCMC runs,
we simultaneously vary these 8 modified gravity parameters along
with the 5 vanilla cosmological parameters and 14 astrophysical pa-
rameters (listed in Table 3), equaling a total of 27 free parameters
(additional parameters such as the optical depth are varied when
including the CMB).

In the modified gravity runs, we keep a ⇤CDM background
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expansion. In computing the weak lensing observables, we further
modify the likelihood code to directly integrate over the sum of
the metric potentials instead of the matter power spectrum. While
the lensing observables are useful in constraining ⌃, also known as
Glight, the multipole power spectrum measurements are useful in
constraining 2⌃�Q, also known as Gmatter (e.g. Daniel & Linder
2013). While there is merit to the {Gmatter, Glight} parameteriza-
tion, we continue with the {Q,⌃} convention to be consistent with
the analysis in Joudaki et al. (2017b). Ultimately, given equivalent
priors, the cosmological inferences from a full variation of these
parameters are equivalent.

6.5.3 Avoiding nonlinearities: large-scale cuts

Instead of the standard approach of fiducial and conservative data
cuts, we consider fiducial and ‘large-scale’ cuts in Fig. 11 (but see
Tables 4 and 5 for conservative results). As shown in Table 2, the
large-scale cut removes nonlinear scales from the analysis, such
that it effectively corresponds to a linear cut. Concretely, we keep
only two angular bins in ⇠+ centred at ✓ = {24.9, 50.7} arcmin,
one angular bin in ⇠� centred at ✓ = 210 arcmin, two angular bins
in �t centred at ✓ = {50.7, 103} arcmin, and one physical bin in
{P0, P2} centred at k = 0.075 h Mpc

�1. We consider this cut
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Conclusions

Self-consistent cosmological analysis of weak lensing 
tomography and overlapping redshift-space galaxy 
clustering: KiDS/2dFLenS/BOSS.  

Combined probes improve S8 = 0.742 +/- 0.035 constraint 
by 20%. In agreement with KiDS alone, 2.6σ discordant 
with Planck. IA amplitude 3.5σ positive, and factor of 2 
improvement in matter density.  

Given the tightening of the parameter space, 
discordance no longer resolved by evolving DE, or any 
other extended cosmological/systematics model, while 
simultaneously favored in model selection sense. 

Novel constraints on extended cosmologies, in 
particular modified gravity. Measurements, covariance, 
likelihood code public: github.com/sjoudaki/CosmoLSS


